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Agenda

What we'll
discuss today

Business Case
Platform setup
OpenShift

Operators



As an integrated railway, we get Switzerland moving
— every single day.
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Passenger Services Passenger Services Real Estate Infrastructure Freight Services
Production Markets 3500 buildings 3266km of network 170 000 tonnes of freight
7947 trains/day 1,39 m. passengers/day per day

Group-Level Units: Subsidiaries (2230 FTE), Information Technology (1444 FTE), Human Resources (812 FTE), @ 5189

ohter group-level units (703 FTE)
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Domain example of digitalization

Prediction
Realtime o
J recommendations Auto decisions
./ /
Bridge to
signal boxes

Auto shunting




Resilience — Multi Productions
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DC
Location
Config
Accounts
Maintenance windows



The Solution




Optional section marker
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CLOUD NATIVE
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Kubernetes Certified Service

Cloud-Native Network

Continuous Integration & Delivery

efinition & Image Build

Security & Complia
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Streaming & Messaging

Remote Pracedure Call
Container Registry
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Database
Cloud-Native Storage
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tomation & Configuration

Scheduling & Orchestration

CNCF Cloud Native Landscape
2019-07-12T03:51:02Z 024e93b



CNCF Cloud Native Land: . . z .
20,9_07_102:03:;::2 ozr:e:::pe Overwhelmed? Please see the CNCF Trail Map. That and the interactive landscape are at l.cncf.io

Streaming & Messaging Application Definition & Image Build Continuous Integration & Delivery
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Provisioning

Kubernetes Certified Service Provider Kubernetes Tral

Red Hat manages and MAINTAINS this complexity for
Its customers




& RedHat o+

Red Hat OpenShift

& RedHat & RedHat & RedHat & RedHat
Advanced Cluster Management Advanced Cluster Security Quay OpenShift
for Kubernetes for Kubernetes Data Foundation
Multicluster management Cluster security Global registry Cluster data management
RedHat Observability | Discovery | Policy | Compliance | Declarative security | Container vulnerability Image management | Security scanning | RWO, RWX, Object | Efficiency |
OpenShift © Configuration | Workloads management | Network segmentation | Geo-replication Mirroring | Image builds Performance | Security | Backup |
Platform Plus Threat detection and response DR Multicloud gateway
Manage workloads Build cloud-native apps Developer productivity Data-driven insights
Platform services Application services Developer services Data services
. * Service mesh | Serverless + Languages and runtimes + Developer CLI + Databases | Cache
CR)Tazrsalfift * Builds | CI/CD pipelines * API'management « Kubernetes-native IDE - Data ingest and preparation
Container Platform + GitOps | Distributed Tracing + Integration - Kubernetes on laptop - Data analytics
+ Log management * Messaging + Plugins and extensions * Al/ML

+ Cost management

Kubernetes cluster services

Install | Over-the-air updates | Networking | Ingress | Storage | Monitoring | Log forwarding | Registry | Authorization | Containers | VMs | Operators | Helm

OpenShift .
Kubernetes Engine Kubernetes (orchestration)

. . . &, RedHat
Linux (container host operating system) Enterprise Linux
CoreOS

=] e @ D A"

Physical Virtual Private cloud Public cloud Edge

\.D RedHat

Enterprise Linux
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Leverage Kubernetes Operators HELM

NA
Managing deployments Q

@ — .@L K8s API 0 Kubernetes Operator Native Kubernetes
Resources
Developer / f |
OpenShift User Custom Resource : Custom Kubernetes LT A
ProductionReadyDatabase i Controller i %
Embed Ops knowledge database.example.com/vialpha : Watch Events i
my-important-database i i Deployments
! ! Autoscalers
Secrets
! * L i Config maps
.. Custom Resource Definition PersistentVolume

Helm
Package and Basic Install Operator

Automated Day-2 Operations

Basic Install Seamless Upgrades Full Lifecycle Deep Insights Auto Pilot

Automated application Patch and minor version App lifecycle, storage Metrics, alerts, log Horizontal/vertical scaling,
provisioning and upgrades supported lifecycle (backup, failure processing and workload auto config tuning, abnormal
configuration recovery) analysis detection, scheduling tuning
management
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& RedHat



Operator

Custom Resource Definitions (CRDs)
from the SBB perspective

Life of Devs

Config Errors
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Default usage: Internal kubernetes setup

Solve OpenShift Clusters internal like Pod Autoscaler
anti-affinity rules spreading pods

External resources
Databases:
Maintenance
VS Setup



Database Example

for RAC Prod DBs

> API) SSP
/ Cloud Platform A
[ § - (API)
/ OpenShift \ —
f B \ ‘ Oracle Lambda ‘ creates
| Oracle Operator | ‘
.// = NameSpace \‘ starts &
creates
( CRD | VM
‘ Application Tw > Oracle DB
N EA ,
/ / Oracle Applicance

Platform
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CR defines:
Database name
Database user/pw

Sizing/Parameter
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The magic behind the operator

a message broker setup

broker
operator

get oAuth2 token

e,

1.) deploy broker

via HTTPS api

2.) download artefact (

-
«

Artifactory

via HTTPS api

ssp backend

3.2) Sync configuration with broker

target broker

__CRUD ClientProfile | @

AzureAd

9 J

1.1) Check permissions ‘

ssp application
context

|

3.1) Reqgister at SaaS Provider

<

il
Solace PubSub+

api.solace.dev

Other examples:
Monitoring

AzureAD Registration
Vault Credentials

Postgres Database

‘ RedHat
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Go full laC

Openshift & Operators

Takeaways

CRD is good abstraction for
any kind of resources

Operators are flexible and
easy made



Thank you

Red Hat is the world’s leading provider of enterprise
open source software solutions. Award-winning
support, training, and consulting services make

Red Hat a trusted adviser to the Fortune 500.

2|

linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHat




